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a b s t r a c t

We observed near-Earth Asteroid (8567) 1996 HW1 at the Arecibo Observatory on six dates in September
2008, obtaining radar images and spectra. By combining these data with an extensive set of new lightcur-
ves taken during 2008–2009 and with previously published lightcurves from 2005, we were able to
reconstruct the object’s shape and spin state. 1996 HW1 is an elongated, bifurcated object with maxi-
mum diameters of 3.8 ! 1.6 ! 1.5 km and a contact-binary shape. It is the most bifurcated near-Earth
asteroid yet studied and one of the most elongated as well. The sidereal rotation period is
8.76243 ± 0.00004 h and the pole direction is within 5! of ecliptic longitude and latitude (281!, "31!).
Radar astrometry has reduced the orbital element uncertainties by 27% relative to the a priori orbit solu-
tion that was based on a half-century of optical data. Simple dynamical arguments are used to demon-
strate that this asteroid could have originated as a binary system that tidally decayed and merged.

" 2011 Elsevier Inc. All rights reserved.

1. Introduction

Asteroid (8567) 1996 HW1 – hereafter referred to as HW1 –
was discovered on 23 April 1996 by T. Gehrels as part of the Space-
watch survey at Steward Observatory. HW1 is in the Amor class of

near-Earth asteroids (NEAs) with a semimajor axis a = 2.046 AU
and perihelion distance q = 1.128 AU.

This NEA was observed during two subsequent apparitions.
Lightcurves were obtained at several observatories during June–
July 2005 with the results summarized by Higgins et al. (2006)
and Krugly et al. (2007). The double-peaked lightcurve exhibited
a rotation period of 8.757 h and an amplitude estimated as 0.25
mag (Higgins et al.) and 0.4 mag (Krugly et al.). During the next
close approach, lightcurve measurements in August 2008 (Beni-
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shek and Protitch-Benishek, 2009) gave a similar period but an
amplitude of 0.82 mag, suggesting a significantly elongated body
viewed much closer to its equator than in 2005. Several of us
(Hicks, Rhoades, Somers) repeatedly observed the target from July
2008 through January 2009, inverting these lightcurve data using
the method of Kaasalainen and Torppa (2001) and Kaasalainen
et al. (2001) to estimate the spin vector and produce a convex-def-
inite shape model that is indeed highly elongated (see animation at
http://tmoa.jpl.nasa.gov/hw1.htm).

We observed the visible and IR spectrum of HW1 as part of an
ongoing study of the composition and thermal properties of ra-
dar-observed NEAs. We obtained the spectrum between 0.8–
2.5 lm and 1.9–4.0 lm on 19 August, 1 September, and 1 October
2008 at the NASA IRTF using the SpeX instrument (Rayner et al.,
2003). R. Binzel and collaborators also obtained a spectrum on 2
September 2008 covering 0.8–2.5 lm, and this spectrum agrees
well with the others. The detailed analysis of these data is reported
in a companion paper (Howell et al., in preparation) and is briefly
summarized here. The reflectance spectra show absorption fea-
tures near 1 and 2 lm due to pyroxene. The additional band cen-
tered near 1.2 lm due to olivine is also present. HW1’s visible
spectrum was obtained at Palomar by one of us (Hicks), together
with K. Lawrence, on 31 July and 30 September 2008. The Bus-De-
Meo taxonomic class is Sq based upon these spectra (Bus and Bin-
zel, 2002; DeMeo et al., 2009). Birlan et al. (2009) also find that
HW1 is a member of the S complex in the Bus-DeMeo taxonomy,
basing their classification solely on the 0.8–2.5 lm spectrum. The
thermal emission in the spectrum beyond 2.8 lm is best fit with
a visible albedo of about 0.3. The H magnitude is 15.3, which to-
gether with our albedo estimate suggests a diameter of 2.1 km,
assuming a spherical shape (Pravec and Harris, 2007).

On 12 September 2008 HW1 passed just 0.135 AU from Earth.
We took advantage of this close approach to observe the asteroid
with radar, obtaining images and echo power spectra that we then
used, together with lightcurves, to carry out a 3D shape/spin recon-
struction. The most striking result of this modeling effort is that
HW1 is far from being a quasi-convex object and has, in fact, one
of the most bifurcated contact-binary shapes seen to date in the
near-Earth population.

The next section describes our observations, while Section 3
summarizes the shape/spin reconstruction procedure. Section 4
presents our model of HW1. We discuss our results in Section 5.

2. Observations and data reduction

2.1. Radar data

The continuous-wave (CW, Doppler-only) spectra and delay-
Doppler images discussed here were obtained on six dates during
15–21 September 2008 (see Table 1) at the Arecibo Observatory.
Our observing procedure and data reduction methods are fully de-
scribed by Magri et al. (2007) and we only summarize them here.
For each transmit–receive cycle (‘‘run’’) we transmitted a circularly
polarized signal at 2380 MHz for a duration equal to the round-trip
light time (roughly 2.3 min). For CW runs the transmitted signal
was monochromatic, while for imaging runs a repeating pseudo-
random binary code was used to modulate (flip or not flip) the
sinusoid’s phase once every 0.50 ls (the ‘‘baud length’’). We then
switched to receive mode for a duration equal to the round-trip
light time, receiving power in both the circular polarization sense
opposite that transmitted (OC) and in the same sense (SC) and
sampling the echo at a rate of one complex voltage sample per
baud. Single reflections from a smooth surface produce a purely
OC echo, whereas multiple reflections, and/or diffuse scattering
from wavelength-scale structure (e.g., subsurface voids) within a
meter or so of the surface, yield an echo with nonzero SC/OC circu-
lar polarization ratio.

Images were decoded by cross-correlating the voltage time ser-
ies with the transmitted code, thus providing time delay resolu-
tion. Because delay is proportional to distance from Earth
(range), it follows that images spatially resolve the target along
the line of sight. Then the decoded signal in each delay cell was
Fourier transformed in order to provide Doppler resolution; the
same was done for each CW spectrum. Doppler resolution is
important because the target’s rotation spreads the echo’s fre-
quency about the transmit frequency; this gives us information
about surface elements’ radial velocities, information that places
a joint constraint on the target’s shape and spin vector. Images re-
solve the target in both delay (range) and Doppler; CW spectra pro-
vide only Doppler resolution but generally have higher signal-to-
noise ratio (SNR) than images, thus making them particularly use-
ful for determining the target’s radar cross section and reflectivity.

The result of these observations and reductions was 119 delay-
Doppler images with 0.238 Hz ! 0.50 ls pixels, plus 16 CW spectra
with 0.20-Hz resolution. In order to improve SNR for an initial look

Table 1
Radar observations.

Observing date
(UT)

Type Runs Receive
start–end (UT)

RA
(!)

Dec
(!)

Dist
(AU)

drad
(!)

Rot. phase
(!)

Orbital
solution

Code Baud
(ls)

Df (Hz) Power
(kW)

Nlooks

15 September 2008 CW 5 04:50:15–05:10:35 18 +9 0.135 +9 234–248 170 – – 0.200 561 24
Delay-Doppler 25 05:20:18–07:12:06 18 +9 0.135 +9 255–332 170 65,535 0.50 0.238 604 30

16 September 2008 CW 3 05:18:02–05:29:16 19 +9 0.136 +9 161–169 170 – – 0.200 589 24
Delay-Doppler 21 05:39:17–07:12:05 19 +9 0.136 +9 176–239 170 8191 0.50 0.238 589 30

17 September 2008 CW 3 05:01:19–05:12:38 20 +8 0.136 +9 57–65 170 – – 0.200 608 24
Delay-Doppler 21 05:21:39–07:09:32 21 +8 0.137 +9 71–145 170 8191 0.50 0.238 608 30

18 September 2008 CW 2 05:08:26–05:15:10 22 +7 0.137 +9 329–334 172 – – 0.200 606 24
Delay-Doppler 19 05:22:27–06:46:48 22 +7 0.137 +9 339–37 172 8191 0.50 0.238 623 30

19 September 2008 CW 2 05:03:29–05:10:16 23 +6 0.138 +9 234–238 174 – – 0.200 595 24
Delay-Doppler 25 05:18:01–07:10:35 23 +6 0.138 +9 244–320 174 8191 0.50 0.238 595 31

21 September 2008 CW 1 05:10:39–05:12:51 25 +5 0.140 +9 53–55 174 – – 0.200 614 24
Delay-Doppler 8 05:19:17–05:54:09 25 +5 0.140 +9 59–83 174 8191 0.50 0.238 614 31

Notes: All experiments involved transmission at 2380 MHz and reception in both OC and SC polarizations. On each line we give the observing date; the type of observation;
the number of transmit–receive cycles, or runs; the starting and ending receive times; right ascension, declination, and distance from Earth; subradar latitude drad at mid-
receive; the range of rotation phase covered (with zero phase occurring at 05:53:04 UT on 18 September 2008); the orbital solution used for our delay-Doppler ephemeris
predictions; the length of the repeating binary phase code; the baud length; the raw frequency resolution Df of our reduced data; the transmitted power; and the number of
independent estimates of the power distribution, or ‘‘looks,’’ that were incoherently summed to produce the spectrum or image for each run. Data were taken at a rate of one
sample per baud for all delay-Doppler imaging runs. Rotation phase is defined as 360! minus subradar east longitude, with 0! and 180! corresponding to maximally end-on
views according to the radar-and-lightcurve-based shape/spin model presented in Section 4. Plane-of-sky motion was taken into account when computing rotation phase.
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at our data, we summed sets of three images (Fig. 1) and smoothed
each spectrum (Fig. 2). We discuss these summed/smoothed data
below. In order to minimize rotational smearing (#3! per run)
we used the individual images for shape modeling; similarly, we
used unsmoothed spectra to ensure that we were not smoothing
away genuine features in the data. Because the SC echo from
HW1 was several times weaker than the OC echo, only OC images
and spectra were used for shape reconstruction. The data are cali-
brated, so that we can treat them as absolute ‘‘photometry’’; for
Arecibo observations the typical absolute calibration uncertainty
is #25% and night-to-night variations are #10%.

Our images and spectra clearly show an elongated, bilobate
asteroid. CW bandwidths varied between about 8 Hz and 12 Hz
from day to day (Fig. 2), implying that HW1’s pole-on silhouette
is elongated by a factor of at least 1.5. (Because we did not obtain
an end-on view in CW (Table 1) the elongation is biased downward
by some amount that depends on the details of the shape.) The
wider spectra also have significant dips, suggesting a bifurcated
target that presents less projected area to the radar at a particular
projected distance from the spin axis (proportional to the Doppler
frequency of the dip). The images cover a larger range of rotation
phases (Fig. 1, Table 1), so their bandwidths range from 12 Hz
down to as little as 5 Hz. These bandwidths, combined with our a
priori constraints on HW1’s spin vector (see Introduction), suggest
equatorial diameters of about 3.8 ! 1.6 km. The signal in the wider
images also exhibits a ‘‘valley’’ – a region of increased delay values
(distances from Earth) relative to adjacent portions of the echo’s

leading edge – that is the unmistakable signature of a deep surface
concavity that faces the radar. Such concavities are seen on oppo-
site sides of the asteroid (e.g., the third images displayed for 15 and
17 September in Fig. 1), indicating a two-lobed object; the fact that
the concavities are off-center in Doppler implies that the lobes’
longest diameters are in a roughly 2:1 ratio. The narrower images
confirm this picture of HW1. The signal extends much deeper in
delay than for the widest images, as expected for a more end-on
view of an elongated object. This signal often becomes particularly
strong at large distances from the observer (e.g., the bottom-left
image in Fig. 1) owing to scattering from the Earth-facing side of
the more distant of the two lobes, whereas the echo from a convex
target would gradually weaken with distance.

2.2. Lightcurve data

For the shape reconstruction described in Section 3.2 we used,
in addition to the radar data, all the lightcurve data from the anal-
yses of Higgins et al. (2006), Krugly et al. (2007), and Benishek and
Protitch-Benishek (2009). (Some of the Higgins et al. data from
Modra Observatory and Ondřejov Observatory have been edited
or rereduced for the present work.) We also included lightcurves
obtained at Kharkiv Observatory and Simeiz Observatory in
2008; the CCD observations and data processing for these mea-
surements followed standard procedures that were described in
detail by Krugly et al. (2002). Finally, we used lightcurves taken
at Table Mountain Observatory in 2008–2009. In all we used 63
lightcurves, which are summarized in Table 2. Although some of
the photometry was absolute photometry, we treated it all as rel-
ative photometry, to avoid difficulties in combining datasets taken
at different observatories under different observing conditions and
viewing geometries. We treated each night separately for shape
reconstruction rather than ‘‘linking’’ lightcurves from successive
nights. The visible reflectance of HW1 was modeled using a linear
combination of Lommel-Seeliger and Lambert scattering (Kaasalai-
nen et al., 2001).

3. Shape modeling

3.1. Lightcurve-based convex model

Using lightcurves obtained at Table Mountain Observatory, sev-
eral of us (Hicks, Rhoades, Somers) determined a shape model and
spin vector for HW1 via the method of Kaasalainen and collabora-
tors (Kaasalainen and Torppa, 2001; Kaasalainen et al., 2001). The
shape was constrained to be convex-definite and hence is a ‘‘gift-
wrapped’’ view of the true object. This model is displayed in
Fig. 3. The ratio of the long to intermediate diameter in the equa-
torial plane is #1.63 and the ratio of the intermediate to short (po-
lar) diameter is #1.34. (The overall linear scale of the model is
undetermined.) The derived pole direction is at ecliptic longitude
and latitude (k, b) = (282!, "39!) and the derived sidereal rotation
period is 8.7627 h. This spin vector agrees well with the result ob-
tained by including other lightcurves and radar data
(Section 3.2.2).

3.2. Radar-and-lightcurve-based model

Modeling the shape and spin state of HW1 provided new chal-
lenges for us, so this section gives an overview of the lengthy pro-
cess that was required. First we explain how we created a two-
lobed initial model and how we effectively vignetted our radar
images so as to minimize the detrimental effects of noise. Then
we outline how we estimated the asteroid’s pole direction, and fi-

Fig. 1. Delay-Doppler images of HW1. OC images obtained on each of the six
indicated 2008 observing dates are displayed, arranged chronologically from top to
bottom. Each displayed image is the sum of three consecutive runs listed in Table 1,
except for the third 21 September image which is the sum of only two runs. (The
final sums for 15 and 19 September have been omitted from the figure.) Images are
oriented with Earth toward the top and positive Doppler to the right. Each pixel is
0.238 Hz ! 0.50 ls, corresponding to 0.076 km ! 0.075 km at our mean subradar
latitude of +9!; each image spans 14.3 Hz ! 25.5 ls, corresponding to
4.57 km ! 3.82 km. All images are on the same grayscale in radar cross section.
The asteroid rotated through about 9! during the time (#14 min) spanned by each
set of three runs; the resulting smearing can be seen in the second 17 September
sum. Individual runs, each one covering only 3! of rotation, were used as input to
shape modeling and are shown as the ‘‘obs’’ images in Fig. 7.
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nally we describe the ‘‘vertex’’ fits in which the model’s detailed
shape was determined.

3.2.1. Initial model
The images in Fig. 1 clearly imply that HW1 has deep concavi-

ties at scales comparable to its radius. Thus our usual approach of
fitting a triaxial ellipsoid as our initial model would have produced
unrealistic results. In fact, our attempts to fit the shape as an
eighth-degree spherical harmonic expansion also failed, producing
numerous lobes as spurious mathematical artifacts.

We thus initialized our model as a set of three intersecting ellip-
soids, one representing a large lobe and two smaller ones combin-
ing to form a smaller second lobe. We used three rather than two
ellipsoids so that the smaller lobe could be asymmetric, in keeping
with the fact that this lobe’s radar echoes for 15 and 17 September
– obtained about 180! apart in rotation phase – are not exact mir-
ror images of each other (Fig. 1). Each of the three ellipsoids was

described by nine parameters that govern its shape, its displace-
ment relative to the model’s overall center of mass (COM), and
its orientation. However, the presence of so many parameters in
a crude initial model exacerbated a second problem: our images
are not very strong. The signal seems obvious in Fig. 1, but this is
due to the pattern-recognition capabilities of the human eye–brain
system. Our shape-modeling software package, SHAPE (Hudson,
1993), only sees some moderately strong pixels (4–5 standard
deviations of the background noise) amidst a far larger number
of noise pixels. This means that reduced v2 is not much greater
than 1.0 even for a poor model, making it difficult for SHAPE to ad-
just and improve the model. Hence we needed to provide the soft-
ware with human guidance to a much greater extent than for
previously published radar shape models.

First we set out to create by hand an initial model that fit the
images reasonably well. Normally the many-to-one nature of the
delay-Doppler mapping (see Fig. 1 of Ostro et al. (2002)) necessi-

Fig. 2. OC (solid lines) and SC (dashed lines) CW echo spectra obtained for HW1. Echo power, in units of standard deviations of the noise, is plotted vs. Doppler frequency (Hz)
relative to that of hypothetical echoes from the target’s center of mass. All plots have identical axis scales, shown on the plot at lower left. The vertical bar at the origin
indicates ±1 standard deviation of the OC noise. Each label gives the 2008 observing date and the CW run number on that date. For clarity all spectra have been smoothed
from the raw frequency resolution of 0.20 Hz to an effective resolution of 0.50 Hz. Unsmoothed OC spectra were used as input to shape modeling and are shown in Fig. 8.
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tates the use of computer software to accomplish such a data
inversion; this, of course, is what SHAPE is designed to do. But

most of the signal in our HW1 images is on the echo’s leading edge,
which is mapped one-to-one from the target’s instantaneous

Table 2
Lightcurve observations.

Observing date (UT) Observatory Filter Nlc Npts RA (!) Dec (!) D (AU) r (AU) a (!) dlc (!)

26–27 June 2005 Modra rel 1 53 264 +0 0.571 1.549 17 "33
27–28 June 2005 Modra rel 1 23 264 +0 0.566 1.543 17 "33
28–29 June 2005 Modra rel 1 16 263 +0 0.562 1.537 18 "33
2–3 July 2005 Modra rel 1 58 262 +1 0.547 1.513 20 "32
3 July 2005 Ondřejov rel 1 8 262 +1 0.544 1.508 21 "32
3–4 July 2005 Modra rel 1 51 262 +1 0.544 1.508 21 "32
4 July 2005 Hunters Hill rel 1 43 261 +1 0.542 1.504 21 "32
5 July 2005 Carbuncle Hill rel 1 14 261 +1 0.540 1.500 21 "32
5 July 2005 Hunters Hill rel 1 45 261 +1 0.539 1.499 22 "32
12 July 2005 Ondřejov rel 1 32 259 +1 0.519 1.455 26 "31
13 July 2005 Ondřejov rel 1 14 259 +1 0.517 1.449 27 "31
25 July 2005 Simeiz rel 1 23 256 +0 0.498 1.381 35 "31
26 July 2005 Simeiz R 1 40 256 "1 0.497 1.376 36 "31
27 July 2005 Simeiz R 1 33 256 "1 0.496 1.371 36 "31

2–3 June 2008 Simeiz rel 1 34 303 "1 0.700 1.531 33 "35
3–4 June 2008 Simeiz rel 1 34 303 "1 0.689 1.525 33 "35
4 July 2008 Table Mountain rel 2 196 314 +9 0.418 1.351 31 "23
7 July 2008 Table Mountain BVRI 4 74 315 +10 0.396 1.335 31 "21
12–13 July 2008 Simeiz R 1 77 317 +12 0.358 1.306 31 "19
13 July 2008 Simeiz rel 1 40 317 +12 0.352 1.302 31 "19
14–15 July 2008 Simeiz rel 1 71 318 +13 0.345 1.297 31 "18
19 July 2008 Table Mountain rel 1 32 320 +14 0.318 1.275 31 "16
26 July 2008 Table Mountain BVRI 4 84 323 +17 0.279 1.244 31 "13
9 August 2008 Table Mountain rel 1 44 332 +20 0.213 1.190 31 "6
11–12 August 2008 Belgrade rel 2 131 334 +20 0.202 1.181 31 "5
12–13 August 2008 Belgrade rel 2 198 335 +21 0.199 1.178 31 "5
13–14 August 2008 Belgrade rel 2 151 336 +21 0.195 1.175 31 "4
14–15 August 2008 Belgrade rel 2 229 337 +21 0.192 1.172 31 "4
15 August 2008 Table Mountain rel 2 137 337 +21 0.190 1.171 31 "4
25 August 2008 Simeiz rel 1 120 349 +20 0.158 1.146 29 +2
26–27 August 2008 Simeiz VR 2 704 350 +20 0.155 1.144 29 +2
8 September 2008 Kharkiv BVRI 4 288 9 +14 0.136 1.129 25 +7
19 September 2008 Table Mountain R 1 327 23 +6 0.138 1.129 24 +9
21–22 October 2008 Simeiz V 1 291 44 "10 0.225 1.200 22 +7
22–23 October 2008 Simeiz rel 1 357 44 "10 0.229 1.203 22 +7
7 November 2008 Table Mountain R 1 229 45 "11 0.303 1.267 21 +8
15 November 2008 Table Mountain rel 1 208 46 "10 0.350 1.306 22 +8
24 November 2008 Table Mountain rel 1 94 46 "8 0.411 1.353 23 +10
2 December 2008 Simeiz rel 1 64 47 "6 0.477 1.400 25 +12
5 December 2008 Table Mountain rel 1 83 47 "6 0.498 1.414 25 +13
6 December 2008 Table Mountain rel 1 41 47 "6 0.505 1.418 25 +13
19 December 2008 Table Mountain rel 1 66 49 "2 0.629 1.494 28 +17
20 December 2008 Table Mountain rel 1 59 49 "2 0.639 1.500 28 +17
30 December 2008 Table Mountain rel 2 112 51 +1 0.748 1.560 30 +20
2 January 2009 Table Mountain R 1 108 52 +1 0.783 1.578 30 +21
8 January 2009 Table Mountain rel 1 64 54 +3 0.856 1.614 31 +24

Notes: On each line we give the observing date; the observatory; the photometric filter (if absolute photometry) or else ‘‘rel’’ for relative photometry; the number of
lightcurves and number of data points; right ascension, declination, geocentric distance D, and heliocentric distance r; solar phase angle a; and subobserver latitude dlc.

Fig. 3. Views of the lightcurve-based convex-definite HW1 model along its principal-axis directions. The overall linear scale of the model is undetermined.
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apparent equator to delay-Doppler space. Thus it was possible for
us to generate a plausible initial model guided only by visual
inspection of the images.

We started by choosing a plausible pole direction, as the light-
curve-based pole estimate given in Section 3.1 was not yet avail-
able at the time. Because the lightcurve amplitude was much
greater in 2008 than in 2005, and because the maximum Doppler
bandwidth did not change significantly during our radar experi-
ment, we created a list of pole positions that imply a somewhat
equatorial view in August–September 2008 and a more pole-on
view in June–July 2005. We then randomly adopted one of these
poles for our initial model, at (k, b) = (270!, +45!). (In the following
section we will see that this initial guess turned out to be very far
off.) Next we used SHAPE to run the forward problem repeatedly,
generating model predictions (synthetic images). After visually
inspecting each set of predictions, we adjusted our model by hand,
resizing and shifting and rotating each of the three ellipsoids so as
to improve the match between the predictions and the actual data.
The result is shown in Fig. 4.

Once we were satisfied with our initial model, we sought to
‘‘eliminate’’ as many noise pixels as possible so that the difference
between a poor model and a good one would be more apparent to
SHAPE. In order to do this we ran the forward problem again to lo-
cate the predicted power in delay-Doppler space, then used this
information to create a pixel mask that told the software to ignore
(set to zero) the v2 contributions of any image pixels that were
more than five pixels away from any predicted echo power. We
used this mask to run a trial fit in which SHAPE was permitted to
adjust the model’s shape, thus producing an improved model that
was then used to generate a second, improved pixel mask, and so
on for several iterations. The final mask ignored any image pixels
that were more than three pixels away from any pixel whose pre-
dicted signal is greater than 10"6 standard deviations of the back-
ground noise. This mask was used for all fits described below.

In order to check that we were not masking out any signal
from HW1, we visually inspected the masked-out regions. Addi-
tionally, we looked at the distribution of power values for the
masked-out pixels in each image. For pure noise, these values
should be v2-distributed, so we applied a Wilson–Hilferty
cube-root transformation to the data (Kendall and Stuart, 1977)
to turn this into an approximately Gaussian distribution. We
then verified that the number of pixels more than three standard
deviations away from the mean did not exceed what would be
expected by chance, thus confirming that no significant echo
power was being masked out.

3.2.2. Pole searches
Our next step was to model HW1’s shape/spin state by having

SHAPE solve the inverse problem. For each fitting run we had the
program fit the 27 (=9 ! 3) shape-related parameters already men-
tioned, plus the sidereal spin rate, the absolute rotation phase at
the start of the radar experiment, the radar reflectivity at normal
incidence, the relative weighting factor for Lommel-Seeliger vs.
Lambert scattering in the optical regime, and several coefficients
that account for imperfections in the delay-Doppler ephemeris
predictions during the radar experiment. At this early stage we
fixed the exponent of the radar scattering law (which determines
how diffuse vs. specular the scattering is) at 2.0, corresponding
to Lambert scattering. Magri et al. (2007) provides a more detailed
description of these parameters and of the fitting procedure.

Our first task was to determine the pole direction, as our initial
guess was merely plausible. The lightcurve data are crucial in this
step, so we gave them enough weight in the fit relative to the radar
data that they would initially contribute several tens of percent to
v2, large enough to make it clear which pole directions are better
than others but not so large as to overwhelm the radar data and
thus tempt SHAPE to undo the hand-fitting described earlier.
(The v2 computation occurs in intensity space rather than magni-
tude space.) Because we treated all lightcurve data as relative pho-
tometry and did not attempt to link lightcurves, SHAPE was
permitted to shift (in magnitude space) each of the 63 synthetic
lightcurves in order to obtain the best fit to the data. The program
accounts for self-shadowing, which is very important given the
model’s bifurcated shape.

We started by running an all-sky grid search for the pole, fitting
186 models whose pole directions were spaced at 15! resolution.
We sped up these modeling runs by using only 20 lightcurves, se-
lected to provide good rotational coverage over a wide range of
epochs, and by averaging the lightcurve points over rotation phase
to 12! resolution. In order to maximize SHAPE’s chances of cor-
rectly fitting the delay-Doppler images, we separately initialized
each model’s orientation so that its absolute rotation phase at
the start of the radar experiment was approximately correct. Each
model’s pole position was held fixed. Penalty functions were ap-
plied so as to keep each model’s overall COM close to the origin
and its shortest principal axis of inertia close to the spin axis – that
is, to enforce uniform density and principal-axis rotation. This grid
search demonstrated that the pole was most likely in the vicinity of
(275!, "35!) but with some chance of it being near (110!,"60!); no
northern poles were plausible, even when we took the best possi-
bilities and hand-edited the models to try to improve the fits.

Fig. 4. Views of our initial three-ellipsoid HW1 model along its principal-axis directions.
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Next we ran two new grid searches, each one covering (at 5!
resolution) two circles of 30! radius centered on the two sky posi-
tions listed above. In one search, the pole position of each model
was held fixed, while in the other, SHAPE was permitted to adjust
the pole longitude and latitude. The latter search in particular
demonstrated that the pole must be somewhere near (281!,
"32!): when an initial pole direction in the vicinity of (110!,
"60!) was permitted to change, it typically moved away by 10–
20! and yielded a mediocre fit to the data, especially the lightcurve
data. (The results of that search and of the earlier all-sky grid
search are displayed in Fig. 5.) Hence for our final pole searches
we covered the region near (281!, "32!) at 3! resolution, eventu-
ally using all 63 lightcurves and no longer averaging the lightcurve
data over rotation phase. Here our two methods – fitting the pole
direction vs. holding it fixed – produced very similar results, allow-
ing us to estimate a pole direction within a 5! radius of (281!,
"31!).

3.2.3. Vertex fits
SHAPE internally represented (‘‘realized’’) our three-ellipsoid

model as three intersecting polyhedral solids with triangular facets
and a total of 1814 vertices, and at the end of the ellipsoid fit for
our adopted pole direction, 1392 of these vertices were located
on the model’s exterior. We extended our code so that it could
merge these ellipsoids – discarding the interior vertices and repair-
ing the ‘‘broken’’ facets along the intersections between ellipsoids
– to produce a one-component polyhedral ‘‘vertex’’ model. We
ran a vertex fit on this model, adjusting each of the 1392 vertex
positions individually. The pole direction was fixed at (281!,
"31!), as trial vertex fits for which the pole was allowed to vary
produced less than 1! of change.

At this stage we added another penalty function (‘‘nonsmooth’’)
that strongly suppressed small-scale topography. One reason for
this is that HW1’s pole direction implies a near-equatorial view
throughout the radar experiment, so ‘‘north–south ambiguity’’ pre-
vents us from uniquely determining topography away from the
target’s apparent equator (see Magri et al., 2007). An even more ba-
sic reason is that, as was mentioned earlier, our images do not dis-
play much echo power behind the leading edge: most of the signal
was scattered from the apparent equator or else was lost in the
noise. Thus, the fact that we have discouraged topographical com-
plexity in our model should not be taken as a statement that none
exists on HW1.

We also experimented with the ‘‘concavity’’ penalty function to
see what the effect of suppressing small-scale concavities would
be. Given the strong ‘‘nonsmooth’’ penalty that was already being
applied, the ‘‘concavity’’ penalty primarily influenced the ‘‘neck’’
between the two lobes of our model (see Section 4.1), forcing it
to be more U-shaped than V-shaped. This had little effect on the
fits to the radar data but somewhat degraded the lightcurve fits,
so we used a low ‘‘concavity’’ penalty weight for the run that pro-
duced our final model.

For some runs we used the ‘‘flattening’’ penalty, equal to (b/
c " 1)4 for b/c > 1 and 0 for b/c 6 1; here b and c are the intermedi-
ate and short radii of the dynamically equivalent equal-volume
ellipsoid (DEEVE), the hypothetical ellipsoid that has the same vol-
ume as our model and has principal moments of inertia in the
same relative proportions as does our model. (The penalty, when
used at all, was applied during both the three-ellipsoid stage and
the vertex stage of the fit.) The ‘‘flattening’’ penalty normally hin-
ders polar flattening, but for some runs we applied it with a nega-
tive penalty weight, thus leading SHAPE to encourage flattening.
Laboratory ‘‘ground truth’’ obtained with lasers and clay models
shows that radar-based shape reconstructions derived from near-
equatorial data are biased toward overly large polar dimensions

(Hudson and Ostro, 1999), hence the need to use this penalty func-
tion to explore our model’s degree of flattening.

Finally, having established the pole direction and appropriate
weights for the various penalty functions while assuming Lambert
scattering in the microwave regime, we relaxed this assumption
and estimated the exponent of the radar scattering law. We began
with a grid search, trying several modeling runs – fitting first a
three-ellipsoid model and then a vertex model – in which the
exponent was held fixed at different values ranging from 1.0 (uni-
form brightness) to 8.0 (highly specular scattering). This grid
search produced a broad v2 minimum centered at about 1.5 and
ruled out values of 4 or greater. We then tried one more run in
which we initialized the exponent at 1.0 but allowed SHAPE to
fit its value rather than holding it constant. This run yielded a value
of 1.4. Based on these results we estimate a scattering-law expo-
nent of 1.5 ± 0.5.

4. Modeling results

4.1. Bifurcation

Our final model of HW1 is shown in Fig. 6 and its properties are
listed in Table 3. We compare model predictions (synthetic data) to
our actual delay-Doppler images, CW spectra, and lightcurves in
Figs. 7–9, respectively. The fits to our images are quite good, and
apart from a few stray points the lightcurve fits are good as well.
The CW fits are somewhat less accurate but still do a good job of
predicting the bandwidth, the overall shape, and (in most cases)
the strength of our spectra. One problem is that in order to mini-
mize rotational smearing each of our 16 modeled spectra is the
incoherent sum of just 24 independent spectra (‘‘looks’’), so the
noise is v2-distributed and somewhat ‘‘spikier’’ than would be

Fig. 5. Results of two grid searches for HW1’s pole direction. Each small black
symbol marks the final ecliptic pole coordinates for a three-ellipsoid modeling run.
Bright contour levels are associated with better models that yielded lower values of
reduced v2. The regularly spaced black triangles represent an all-sky grid search at
15! resolution, where the pole direction for each model was held constant. Other
black symbols show the results of a subsequent grid search that permitted each
model’s pole direction to vary during the fit; the initial pole positions covered two
regions on the sky, centered at ecliptic longitude and latitude (k, b) = (275!, "35!)
and (110!, "60!), at 5! resolution. Models whose poles started in the latter region
are marked by black crosses; these models usually moved away to some pole
position along the continuous curve seen at bottom left (which is actually a map-
distorted view of a circle on the sky) and produced mediocre fits to the data. Models
in the other region, marked by black circles, instead tended to converge toward a
common pole direction and produced the lowest reduced v2 values, indicating that
this is where HW1’s pole lies. The white cross marks the best-fit pole at (281!,"31!)
that we derived following a final refined set of grid searches (see text). Other white
symbols mark HW1’s sky position on the dates when data were obtained: large
white squares denote the 2008 radar experiment, small white triangles the 2005
lightcurves, and small white circles the 2008–2009 lightcurves. The antipodal sky
positions, lying in the longitude range k # 60! through 240!, have also been marked,
as data obtained on any one date constrain the angular distance of HW1’s pole
direction from both the sky position and the antipodal position.
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the case for a Gaussian distribution. (Alternatively, some of the
spikes could be real features produced by topography smaller than
the model’s resolution.) Another problem is that our model predic-
tions for the first two spectra on 15 September 2008 are weak but
not as weak as the actual echoes. But we reiterate that in most re-
spects the CW fits are reasonable.

The model is strongly bifurcated, with a pronounced ‘‘neck’’
separating two lobes. Thus HW1 is a contact binary, defined by
Benner et al. (2006) as ‘‘an asteroid consisting of two lobes that
are in contact, have a bimodal mass distribution, and that may
once have been separate.’’ The volume is 21% less than the volume
of the model’s convex hull; that is, our model has a ‘‘nonconvexity
measure’’ of 0.21 in the terminology of Ďurech and Kaasalainen
(2003). Those authors showed that lightcurves for such an object
can be closely fit by a convex-definite model unless solar phase an-

gle exceeds 60!, well above the values for our HW1 lightcurves. We
confirmed this with a modeling run that used only lightcurve data.
Starting from a single ellipsoid we obtained a quasi-convex model
that fit the lightcurves well, yet this alternative model yielded a
terrible fit when we applied it to the radar images. (Fig. 10 illus-
trates this for the convex model from Section 3.1.) Thus we con-
clude that the presence of the neck in our best-fit model is
required primarily by the radar images.

The near-equatorial radar view meant that echo power from
high-latitude surface regions was weak (see Fig. 6), so these re-
gions are less well constrained than the rest of the model. In prin-
ciple one could therefore argue that instead of a continuous neck
there might be two deep, narrow, parallel indentations running
north–south on opposite sides of HW1 – that is, the asteroid is
‘‘pinched’’ in the direction perpendicular to its rotation axis but

Fig. 6. Views of our best-fit HW1 model along its principal-axis directions. The rendering uses a Lambert backscattering law and has been effectively smoothed as described
by Magri et al. (2007, Section 3.1.2); hence the triangular facets are not visible. Yellow-shaded regions are those that the radar never viewed or else viewed only at scattering
angles greater than 60!, ensuring nonexistent or weak contributions to the radar images and spectra. (Lightcurve observers viewed the entire surface such that both the
incidence angle and the scattering angle were less than 60!, except for one tiny region near the north pole.)

Table 3
Properties of the model.a

Extents along principal axes (km) x 3.78 ± 5%
y 1.64 ± 10%
z 1.49 ± 15%

Extent ratios x/y 2.30 ± 10%
y/z 1.10 ± 15%

Area (km2) 16.2 ± 15%
Volume (km3) 4.34 ± 25%
Volume of convex hull (km3) 5.47 ± 25%
Equivalent diameter of a sphere with the model’s volume (km) 2.02 ± 8%
Ratios of the principal moments of inertia of a uniform-density asteroid with the model’s shape IZ/IX 5.01 ± 15%

IZ/IY 1.02 ± 5%
Dimensions of the dynamically equivalent equal-volume ellipsoid (DEEVE, the uniform-density ellipsoid having the same moment-of-inertia

ratios and volume as the model) (km)
2a 4.20 ± 5%
2b 1.48 ± 10%
2c 1.33 ± 15%

Julian date when the positive side of the longest (x) principal axis is in the plane of the sky while approaching Earth 2454724.73693b

Angular radar scattering-law exponent n 1.5 ± 0.5
Equivalent spherical OC radar albedo 0.15 ± 0.04
Sidereal period (h) 8.76243 ± 0.00004
Pole ecliptic longitude (!) 281 ± 5
Pole ecliptic latitude (!) "31 ± 5

a Listed uncertainties on tabulated quantities are conservatively assigned standard errors: the modeling process inevitably involves many subjective judgment calls – see
Section 3.4 of Magri et al. (2007) and Section 4 of Ostro et al. (2010) – so we try to err on the side of larger error estimates. For example, the first step in estimating
uncertainties on the model’s physical dimensions was to consider the models produced during our pole-direction grid searches (see Section 3.2.2): we computed the spread
(standard deviation) in parameter values for the subset of models that yielded reasonable fits to the data. Then, because ‘‘reasonable fit’’ is a subjective criterion that relies as
much on visual inspection as on reduced v2 values, we substantially increased these error estimates, resulting in the values tabulated above. We carried out a multirun grid
search using different values of angular radar scattering-law exponent n in order to estimate this parameter and its standard error. The standard error on the equivalent
spherical OC radar albedo is dominated by the 25% systematic calibration uncertainty on measured OC cross sections.

b This epoch corresponds to 05:41:10 UT on 15 September 2008. The light from this event reached Earth at JD 2454724.73771 (05:42:18 UT on 15 September 2008).
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not in the direction parallel to the rotation axis. However, this sce-
nario strikes us as implausible, whereas a continuous neck could
easily result from two initially separate bodies coming into contact
with each other.

While our model clearly fits the data well, one may question
whether it is unique: is bifurcation truly required by the data? As
was mentioned in Section 3.2.3, for some modeling runs we used
the ‘‘concavity’’ penalty function to see if we could remove the
neck between the lobes, finding that we could not. In order to
address the existence of a neck more directly we then carried
out new runs using the ‘‘bifurcation’’ penalty function. This func-
tion divides the model into ten equal-width zones along its long
axis and computes S, the mean squared distance from this axis,

for the vertices in each zone. It then identifies the model’s deep-
est neck by looking for three zones z1, z2, and z3 (where z2 lies
somewhere between z1 and z3) for which the ratio r = 2S2/
(S1 + S3) is minimized. The penalty function is then set equal to
(1/r " 1)2, so that the value is large for highly bifurcated models;
for a nonbifurcated model with r > 1 the penalty is instead set to
zero. Again we found that SHAPE refused to remove the model’s
neck – particularly the deep indentation on the upper side of the
‘‘view from +z’’ in Fig. 6 – even when the bifurcation penalty
came close to doubling the objective function that SHAPE tries
to minimize. Yet another method of addressing this issue is
described in the Supplementary material. We conclude that our
data do indeed require a bifurcated model.

Fig. 7. HW1 delay-Doppler images and model. Every second OC image is displayed, with the corresponding synthetic image from the model fit shown to its right, and the
corresponding plane-of-sky (POS) rendering of the shape model shown to the right of the synthetic image. The actual and synthetic delay-Doppler images have the same
orientation, pixel dimensions, and overall dimensions as do the images displayed in Fig. 1. Here, however, many noise pixels in the actual images have been masked out (see
Section 3.2.1) and appear black, causing the image outlines to appear irregular. The grayscales for the actual and synthetic images have the same maxima, with radar cross
section values of 0.009 km2 per pixel or more mapping to bright white. To enhance visual clarity the grayscale for the actual images has been set to deemphasize low-level
noise; this has not been done for the synthetic images in order to display the weak features that could be observed in the limit of noise-free data. In the POS frames, north is
up and east is to the left. Each POS frame is 5.0 km on a side, and each pixel is 0.025 km on a side. The sidereal spin vector is denoted by an arrow. POS renderings use Lambert
scattering, producing somewhat stronger limb-darkening than would the best-fit radar scattering law (see Table 3). In each panel time increases from top to bottom and then
from left to right; the end of each of the six observing dates (see Table 1) is marked by a horizontal white line. The final images obtained on 15 and 19 September have been
omitted from the figure.
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4.2. Other results

Another salient feature of our HW1 model is its high degree of
elongation. With the ratio of its maximum equatorial dimensions
#2.3, HW1 is the fourth most elongated radar-observed NEA, after
(1620) Geographos, (11066) Sigurd, and (4179) Toutatis. (The

mean elongation and r.m.s. dispersion for 37 radar-observed NEAs
is 1.49 ± 0.46; see http://echo.jpl.nasa.gov/~lance/nea_elonga-
tions.html for a listing.) The model’s flattening is less well con-
strained than its elongation, given that the radar had a near-
equatorial view and that all lightcurve views were within 35! of
the equator. By using penalty functions to investigate the

Fig. 8. HW1 CW spectra and model. (a) Echo power, in units of standard deviations of the noise, is plotted vs. Doppler frequency (Hz) relative to that of hypothetical echoes
from the target’s center of mass. Each of the sixteen OC spectra is displayed as a solid line, with the corresponding synthetic spectrum from the model fit superimposed as a
dashed line. All plots have identical axis scales, shown on the plot at lower left. The vertical bar at the origin indicates ±1 standard deviation of the noise. Each label gives the
2008 observing date and the CW run number on that date. All spectra are displayed at the raw frequency resolution of 0.20 Hz. (b) Plane-of-sky (POS) renderings of the shape
model at or near the midpoint of the CW observations for each of the six observing dates. Each rendering’s size, orientation, and adopted scattering law is the same as for the
POS views in Fig. 7.
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flattening (see Section 3.2.3), we have determined that the ratio of
the intermediate to short (polar) dimensions is 1.10 ± 0.15; thus
HW1 is unlikely to be more than moderately flattened.

Most of themodel’s surface has a low gravitational slope, defined
as the angle that a plumb linewouldmakewith the local surfacenor-
mal. Because we used penalty functions to suppress facet-scale
topography, these shallow slopes may be a modeling artifact rather
than a sign that the surface is truly relaxed. Someparts of the surface
near the model’s neck and on the smaller component have gravita-
tional slopes between 35! and 67!, above the typical angle of repose
for loosematerial; steep slopes are unlikely to be an artifact, so these
regions may represent exposed regolith-free rock.

As discussed in Section 3.1, a spin vector and a convex-definite
shape model have been determined via lightcurve inversion using
data obtained at Table Mountain. The model presented in Sec-
tion 3.2 is based on both these and additional lightcurves and, of
course, on radar data; yet the convex model’s pole position at
(282!, "39!) is within 10! of our best-fit value at (281!, "31!),

and its shape is a reasonable approximation to the 3D convex hull
of the radar-and-lightcurve-based model (not shown). Thus, in this
instance at least, we confirm that lightcurve-based inversions are
able to produce a robust spin vector estimate even when the actual
shape is not at all convex-definite. Lightcurve observations typi-
cally cover a larger range of viewing geometry than do radar obser-
vations and thus better constrain the pole direction and axis ratios.
However, if we use the convex model to generate radar predictions
(Fig. 10) we see that the radar data provide evidence for topo-
graphical features, such as the neck, that are not detectable from
the lightcurve data alone. Hence we also confirm that radar obser-
vations are valuable for determining an asteroid’s actual shape. The
combination of radar and lightcurve data provides a better model
than does either kind of data alone.

Given our model and an assumed bulk density we can investi-
gate the orbits of hypothetical bodies near the asteroid. HW1
exhibits the general pattern described by Scheeres et al. (1996)
in that it has four synchronous orbits in its vicinity – that is, four

Fig. 9. HW1 lightcurves and model. The x-axis represents rotation phase, with plane-of-sky motion taken into account and the zero-phase epoch as given in the notes to
Table 1. Units on the y-axis are magnitudes, although our modeling software minimized v2 in intensity space rather than magnitude space. Each plot spans 1.50 mag. Data
points for each lightcurve are displayed as crosses and the corresponding synthetic lightcurve is displayed as a solid curve. No correction for solar phase angle has been
applied to the data. Each lightcurve is labeled by the observing date and, in cases of multiple lightcurves on the same date, by the photometric filter (for absolute photometry),
the observatory (CHO = Carbuncle Hill, HHO = Hunters Hill), or a sequence number (for lightcurves obtained at the same observatory).
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circular orbits, lying in HW1’s equatorial plane, for which the orbi-
tal motion is synchronous with HW1’s rotation rate. For our nom-
inal bulk density we choose 2.0 g cm"3, the mean of the four
estimates listed by Consolmagno et al. (2008) for individual S-class
NEAs. (This value corresponds to a macroporosity of 40%, assuming
L-chondritic composition and using the mean bulk density of
3.37 g cm"3 quoted by Consolmagno et al. for L-chondrite meteor-
ite falls.) We find that all four synchronous orbits are unstable for
our nominal bulk density. HW1 has a relatively strong elongation,
indicative of highly unstable orbital dynamics within a few mean
radii. Fig. 11 shows the placement of orbital equilibria about the
body, overlain with lines of constant geopotential (Scheeres
et al., 1996). Increasing the bulk density by a few tens of percent
would move the four equilibrium points slightly outward but
would not stabilize them, while decreasing the bulk density moves
the equilibrium points inward and makes them even more strongly
unstable.

By combining the OC and SC cross sections from our disk-inte-
grated CW data (Fig. 12) with model-based projected areas, we ob-
tain an OC radar albedo of 0.16 ± 0.04 and a circular polarization
ratio of 0.29 ± 0.03 (Table 4). There is no evidence for significant

rotational variation in either quantity. These two values are quite
similar to those obtained for (25143) Itokawa, 0.16 ± 0.05 and
0.26 ± 0.04 (Ostro et al., 2004), and in fact they are typical for S-
class NEAs. (See http://echo.jpl.nasa.gov/~lance/aster-
oid_radar_properties/nea.radaralbedo.html for a compilation of
OC albedos and Benner et al. (2008) for polarization ratios.)
HW1’s OC albedo is characteristic of a rocky object with lunar-like
porosity (Shepard et al., 2010). Its polarization ratio implies a mod-
erate degree of decimeter-scale structure within a meter or so of
the surface, but we must be cautious in our interpretation: (433)
Eros has a polarization ratio of 0.28 ± 0.06, similar to that of Itoka-
wa (and HW1), yet spacecraft images show that Eros’s surface is
very different from Itokawa’s at decimeter scales.

Because the shape modeling process includes fitting corrections
to the a priori delay-Doppler ephemeris predictions, we were able
to use these corrections to update HW1’s heliocentric orbit. The re-
vised orbit solution is presented in Table 5. Orbital element uncer-
tainties were reduced by about 27% by the inclusion of our twelve
radar astrometry points (one delay measurement and one Doppler
measurement per observing date). Given that the a priori solution
relied on a half-century of optical data, including precovery images

Fig. 9 (continued)
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dating as far back as 1955 (the Palomar Sky Survey), this is a signif-
icant improvement. The revised solution implies that between A.D.
200 and A.D. 3000 the asteroid has no encounters with planets, (1)
Ceres, or (2) Pallas closer than 0.1 AU and no encounters with (4)
Vesta closer than 0.05 AU.

5. Discussion

5.1. Current geophysical state and possible past evolution

The clear contact-binary features of HW1 can be analyzed using
a simple model that assumes an ellipsoid for the body and a sphere
for the head (Scheeres, 2007b). For the current rotation period of
8.76243 h and an assumed bulk density of 2.0 g cm"3 (see Sec-
tion 4.2) the system is not in a minimum energy state, implying
that there must be internal strength between the apparent head
and body to sustain the current geometry: the asteroid’s neck is
under compression and supports a transverse shear force. Using
this simple model with the assumed bulk density indicates that a
rotation period of approximately 7.4 h would make the current
configuration a minimum energy configuration. A rotation period

of approximately 5.7 h would place the two components in orbit
about each other. The significant rotation periods listed here scale
inversely with the square root of bulk density (Scheeres, 2007b);
thus a bulk density of 1.43 g cm"3 makes the current configuration
a minimum energy configuration and a bulk density of 0.85 g cm"3

places the current system at its fission rotation rate.
None of the four bulk density estimates quoted for S-class NEAs

by Consolmagno et al. (2008) is as low as the 1.43 g cm"3 required
to put HW1 into a minimum energy configuration given our cur-
rent model. Given the compositional assumptions made in Sec-
tion 4.2, this bulk density corresponds to a macroporosity of 58%,
at the upper limit of the range depicted for NEAs in Fig. 7 of Con-
solmagno et al. Although such a high macroporosity is not out of
the question – for example, the range of plausible porosities
(including microporosity) for the primary ‘‘alpha’’ component of
S-class NEA (66391) 1999 KW4 is between 40% and 66% (Ostro
et al., 2006) depending on that object’s composition – it is much
more likely that HW1 is denser than this and hence that it is not
in a minimum energy state.

HW1’s spin rate is likely to be evolving owing to the YORP ef-
fect, a torque caused by asymmetric thermal re-radiation of ab-

Fig. 9 (continued)
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sorbed sunlight from an irregularly shaped body (Rubincam, 2000).
Direct use of the current shape model, following the approach de-
scribed by Scheeres (2007a), indicates that the body is currently
slowing in its rotation rate. The value of this YORP deceleration
cannot be precisely computed because of hectometer-scale surface
inaccuracies in our model – in particular, unknown north–south
asymmetries. We suppressed small-scale topography in our model
(see Section 3.2.3), and YORP is extremely sensitive to such surface
detail (Scheeres et al., 2007; Statler, 2009). Hence there is consid-
erable uncertainty in the rate at which this asteroid’s spin rate is
decreasing.

Assuming that HW1 was spinning more rapidly in the past,
potentially at its spin fission limit, raises the possibility that the
components of the asteroid have been in orbit about each other
at some point in time. It is important to note that, should the given
shape undergo a spin fission and enter a mutual orbit, the mass
fraction of the secondary to the total system mass (assuming con-
stant density) is 0.33, implying that the resultant binary system
would have a negative free energy (Scheeres, 2009) and the com-
ponents would be unable to escape from each other. Thus, this is

consistent with the current body being captured into a contact bin-
ary state. Such a system could have existed as a stable binary aster-
oid for some period of time, however, raising interesting questions
about the pathway for forming a contact binary.

Taylor (2009a,b) modeled the interplay between the YORP effect
and the tidal evolution of a binary system. If YORP happens to be
slowing down the primary component’s rotation, it drains angular
momentum from the system, altering the orbital separations of
the fully synchronous tidal end states. Eventually the system is left
in a configuration where a stable, fully synchronous tidal end state
is unattainable via tidal evolution, which forces an eventual merger
of the components. The timescale for this orbital evolution depends
strongly on the relative masses of the two components: equal-mass
systems can merge within tens of thousands of years, whereas
those with two very different masses can take two or more orders
ofmagnitude longer. Our HW1model suggests that the two original
components, now joined at the narrow neck, were in a roughly 1:2
secondary-to-primary mass ratio, not equal but not strongly differ-
ent. Hence it is plausible that such a system could decay and merge
within 1 Myr, well within the typical 10-Myr NEA lifetime.

Fig. 9 (continued)
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The hypothesized Binary YORP (BYORP) effect could also have
influenced the evolution of this system. In this effect solar radia-
tion pressure and re-emission acting on a synchronously rotating
secondary can cause the orbit to expand or to shrink over time-
scales of 100,000 years (Ćuk and Burns, 2005; Ćuk, 2007). Whether
the orbit expands or shrinks is controlled by the orientation of the
secondary to the primary, with growth leading to a circularization
of the orbit and contraction leading to an increase in eccentricity
(McMahon and Scheeres, 2010). Ćuk and Nesvorný (2010) hypoth-
esize that expansion is likely to end in a bout of chaotic rotation
followed by inward evolution rather than in dissociation of the sys-
tem, but the detailed mechanisms of the long-term evolution of
these systems have not yet been fully solved. It is clear, however,
that the BYORP effect could have caused the system to form into
a contact binary after a period of existence as a stable binary
asteroid.

5.2. Future observations

In principle we could improve upon the current HW1 model
and reduce the uncertainty on our YORP estimate by obtaining

new radar images. Unfortunately, all radar opportunities for the
remainder of this century will be weak, suitable for obtaining
CW spectra but not delay-Doppler images. Spectra are much less
useful for modeling than images and thus will provide few new
constraints on our model. Not until 22 September 2242 will HW1
again come as close as it did in 2008, approaching to within
0.123 AU of Earth. In the meantime we will have to rely on addi-
tional lightcurve measurements, especially at high subobserver lat-
itudes, to refine the model presented here. Such opportunities will
occur, for example, in late 2011 (with subobserver latitude roughly
+40!, apparent visual magnitude #16.3, and solar elongation
#130!) and in September–October 2046 (roughly "50!, 13.9 mag,
and 120!).

5.3. Comparison with similar asteroids

In order to place HW1 in context we use Table 6 to compare it to
six other asteroids – a main-belt object and five NEAs – whose pub-
lished shape models display a significant degree of bifurcation. The
table lists two relevant quantities for each model of each asteroid.
One, the nonconvexity measure (see Section 4.1), is an indirect

Fig. 10. HW1 delay-Doppler images as fit by two different models. The center column displays six OC images, each one selected from near the middle of one of the six
observing dates; time increases from top to bottom. The leftmost two columns show the corresponding plane-of-sky renderings of the lightcurve-based convex-definite shape
model from Section 3.1 and the synthetic images derived from that model, while the rightmost two columns show the same information for the radar-and-lightcurve-based
model from Section 3.2. Because the convex model has no intrinsic linear scale we have scaled it so that the two models have the same maximum diameter. The size and
orientation of each image is the same as for the images displayed in Fig. 7. Grayscales are also the same except that the convex model’s synthetic images have been scaled in
brightness by an arbitrary factor, as radar reflectivity was not estimated for that model. The sidereal spin vector is denoted by an arrow. The convex model cannot adequately
represent prominent features in delay-Doppler space (the center column) that result from our viewing concavities in HW1 (as seen in the rightmost column).
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indicator: a bifurcated body necessarily has large concavities but
the converse need not be true. For reference, the nonconvexity
measure of a convex-definite object is zero, that of a pair of barely
touching identical spheres is 0.20 (roughly the same value ob-
tained for HW1), and that of a pair of identical, coaligned right cir-
cular cones touching at their tips is 2/3. We see that HW1 is
significantly more nonconvex than (2063) Bacchus, (4179) Touta-
tis, (4769) Castalia and (25143) Itokawa and is similar to (4486)
Mithra. Only the ‘‘dog bone’’ model of (216) Kleopatra (Ostro
et al., 2000), whose volume is 36% less than the volume of the mod-
el’s convex hull, exhibits much larger concavities than does HW1.

As a more direct measure of bifurcation we employ the value of
the ‘‘bifurcation’’ penalty function defined in Section 4.1. By this
criterion HW1 is much more strongly bifurcated than the five com-
parison NEAs, even the 2-lobe model of Bacchus (Benner et al.,
1999) with its central neck. (It should be noted that the Bacchus

data were somewhat weak and hence the models, particularly
the 2-lobe model, have significant uncertainties.) The low bifurca-
tion penalty obtained for Itokawa highlights the fact that this NEA’s
‘‘neck’’ is defined more by bending than by narrowing. Only Kleo-
patra approaches HW1’s degree of bifurcation as judged by this cri-
terion. Of course the formation mechanisms for Kleopatra, a 111-
km metallic main-belt asteroid, and HW1, a 2-km NEA, may be
quite different. Restricting our attention to small NEAs, we con-
clude that although Castalia has often been thought of as a proto-
typical contact binary, HW1 is in fact more bifurcated than any
other NEA whose shape has been modeled.

Currently there exist more radar datasets than radar-based
models, and there are strong indications that HW1 is not alone.
For example, 2005 CR37 (Benner et al., 2006) was not observed
extensively enough to support a shape model, but the radar images
imply an elongated object with a deep, wide concavity on one of its

Fig. 11. Pole-on view of HW1 showing the locations of the four synchronous orbital
equilibria in the equatorial plane, overlain on a contour plot showing values of the
geopotential above and on the surface of HW1. A hypothetical particle placed at any
of these equilibrium points with zero speed in the co-rotating HW1 frame will
experience a net zero acceleration in the co-rotating frame and, in an inertial frame,
would describe a circular orbit exactly synchronous with HW1’s rotation rate. For
HW1 all four of these circular orbits are unstable, meaning that any particle placed
in such an orbit would not remain in that orbit indefinitely. The geopotential for
HW1 is the sum of the gravitational potential plus the rotational potential. The
lowest point of the geopotential on the model’s surface (depicted in blue) is located
in the area between the components, while the highest points on the geopotential
(depicted in green) occur at the ends of the asteroid.

Fig. 12. Weighted sum of all OC (solid line) and SC (dashed line) CW echo spectra
obtained for HW1. Echo power, in units of standard deviations of the noise, is
plotted vs. Doppler frequency (Hz) relative to that of hypothetical echoes from the
target’s center of mass. The vertical bar at the origin indicates ±1 standard deviation
of the OC noise. Both spectra have been smoothed from the raw frequency
resolution of 0.20 Hz to an effective resolution of 0.50 Hz. Rotation phase coverage
is depicted in the upper right portion of the plot. Each radial line segment denotes
the phase (defined as in Table 1) of a single run; the length of the segment is
proportional to the noise standard deviation of the corresponding OC spectrum.
Phase increases counterclockwise, with zero phase marked by the arrow at the
three o’clock position.

Table 4
Disk-integrated radar properties.

Observing date (UT) CW runs Subradar lat., long. (!) OC SNR rOC (km2) Proj. area (km2) r̂OC lC

15 September 2008 5 +9, 119 140 0.590 4.06 0.145 0.29
16 September 2008 3 +9, 195 122 0.416 2.63 0.159 0.32
17 September 2008 3 +9, 299 125 0.655 4.06 0.161 0.29
18 September 2008 2 +9, 28 88 0.471 3.05 0.154 0.31
19 September 2008 2 +9, 124 84 0.654 3.95 0.166 0.32
21 September 2008 1 +9, 306 53 0.661 3.93 0.168 0.23

Adopted values and standard errors 0.16 ± 0.04 0.29 ± 0.03

Notes: For each radar observing date we list the date; the number of CW runs on that date; the mean subradar latitude and longitude during those runs; the signal-to-noise
ratio of the weighted sum of OC spectra; the OC cross section rOC; the mean projected area according to our model; the OC albedo r̂OC; and the circular polarization ratio
lC $ SC/OC. Subradar longitude is east longitude measured from the body-fixed +x-axis (which is very close to the +x principal axis of inertia, see Fig. 6) and is equal to 360!
minus the rotation phase listed in Table 1. Adopted values of r̂OC and lC are unweighted means of single-date values. The standard error on our adopted circular polarization
ratio reflects date-to-date variations; the standard error on our adopted OC albedo also reflects 25% calibration uncertainty.
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broad sides (the only one observed). These images are remarkably
similar to those shown for HW1 in Fig. 1, suggesting a similarly
bifurcated object. Fifteen additional examples, radar targets such
as (11066) Sigurd (Benner et al., 2004) and (141593) 2002 HK12
(Scoles et al., 2005), are listed in Table 9 of Brozović et al. (2010).
In fact Benner et al. (2006) estimate that 10% of all NEAs larger than
200 m in diameter are candidate contact binaries. As our radar sys-
tems, computing hardware, and modeling software continue to im-
prove, and as supporting lightcurve campaigns involving
professional and skilled amateur observers become more common,
we can expect to model a growing number of such asteroids in the
years ahead.
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